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ABSTRACT
Author identification is a significant factor in the global economic loss due to computer-related crimes. According to the Center for Strategic and International Studies (CSIS), an estimated 375 to 575 billion dollars is lost each year due to computer or cybercrimes. Recently, various techniques have been used to improve the accuracy of author identification. In this paper, we propose combining unigram features and a variety of stylometric features that include n-grams and part-of-speech. With a Reuters Corpus dataset of 2,500 unique articles (50 authors with 50 news articles each), we were able to effectively capture a non-topic sensitive sample. Results with the Weka machine learning software produced classification accuracies ranging from 76.08% to 84.88% using classification techniques such as Random Forest (RF) and Sequential Minimal Optimization (SMO). Weka also ranked and weighted the most influential feature attributes. Dr. Kaushik Roy (kroy@ncat.edu) is the faculty advisor for this paper.
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1. INTRODUCTION
Biometrics is the field of research devoted to identification using physiological and behavioral characteristics [1]. Behavioral biometrics is a subgroup of biometrics based on the behavioral traits of individuals. Like physiological biometrics such as fingerprints and iris patterns, behavioral biometrics is used to find unique and quantifiable patterns. Author identification is the use of such patterns on an anonymous text to distinguish the actual authors of the text from other contestants. This task is done on a predefined set of authors and author samples [2].
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Recently, various techniques have been used to improve the accuracy of author identification. Researchers applied unigram features such as character counts and frequencies along with the use of structural and stylometric features. Advanced features such as, n-grams (word length), function words, and parts-of-speech (POS) tags are also extracted [1][3].

2. FEATURE EXTRACTION
Unigram features signify the frequency of individual letters and characters within a text [1][4]. Previous research in author identification has shown unigram features to be some of the most accurate and efficient identifying features of an author [4]. Stylometric features include character and word counts, average characters per word, average words per sentence, and sentence count [1][2][3][4]. The stylometric features are mainly n-grams and the rate and ratio of different word lengths [2]. Similar to unigram feature extraction, ratios are collected by summing the frequency of each n-gram and dividing by the total number of n-grams. Sentiment analysis, the polarity of a word, was a key added feature as well [5]. The Stanford Parser is used to analyze the grammatical structure of sentences. Each word is parsed and given a parts-of-speech (POS) tag. The frequency of each POS tag is added to the feature vector. The ratio of each POS tag per sentence is also calculated and added. Additional features include the frequency of conjunctive adverbial phrases and contraction usage, to complete the feature vector.

3. RESULTS
Features were extracted from a Reuters Corpus dataset of 2,500 unique articles (50 authors with 50 news articles each) [6]. The selected feature vectors were extracted and placed in a CSV file used by Weka 3.6 to perform classification and cross-validation [7]. Weka is a free suite of machine learning software used to classify, analyze, and visualize data. The classifiers used were random forest (RF) and sequential minimal optimization (SMO) with a linear kernel [7][8].

Random forest is an ensemble classifier that uses decision trees, selecting nodes by a randomized procedure [8][9]. The objective of RF is to condense the variance; outputting the mode of the decisions at each tree. Sequential minimal optimization uses heuristics to split the training problem into more manageable data. SMO breaks this problem into a series of smallest possible subproblems, which are then solved analytically. As a classifier, it is comparable to the support vector machine (SVM), which is also used for classification and regression analysis [8].
Classification and cross-validation indicates how well the features will perform in a potential identification process. The classification is done by training the program with a sample of the data set and testing the program against the remaining sample of the data. Weka’s feature ranker tool was used to determine the strongest individual features and list them by weight of influence. The classification results obtained using random forest reached an accuracy of 76.08% with a cross-validation of 10 folds. Accuracy increased slightly with 76.68% for a cross-validation of 20 folds. However, for unigram features only, an accuracy of 78.88% was achieved for 10 folds. These results have us leaning toward the conclusion that the unigram features alone may be stronger in author classification.
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**Table 1. Optimal Feature Weights**

<table>
<thead>
<tr>
<th>Feature</th>
<th>Weight</th>
<th>Feature</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>0.636</td>
<td>periodFreq</td>
<td>0.363</td>
</tr>
<tr>
<td>EightDigit</td>
<td>0.473</td>
<td>i</td>
<td>0.358</td>
</tr>
<tr>
<td>CD Freq</td>
<td>0.432</td>
<td>FiveDigit</td>
<td>0.357</td>
</tr>
<tr>
<td>K</td>
<td>0.424</td>
<td>LessFourPerSent</td>
<td>0.354</td>
</tr>
<tr>
<td>Y</td>
<td>0.417</td>
<td>FourDigit</td>
<td>0.353</td>
</tr>
<tr>
<td>DigitCount</td>
<td>0.413</td>
<td>OneDigit</td>
<td>0.35</td>
</tr>
<tr>
<td>P</td>
<td>0.406</td>
<td>S</td>
<td>0.336</td>
</tr>
<tr>
<td>forwardSlash</td>
<td>0.405</td>
<td>SevenDigit</td>
<td>0.334</td>
</tr>
<tr>
<td>MoreSevenFreq</td>
<td>0.392</td>
<td>CD PERCENTSent</td>
<td>0.331</td>
</tr>
<tr>
<td>I</td>
<td>0.383</td>
<td>CD Count</td>
<td>0.329</td>
</tr>
<tr>
<td>TwoDigit</td>
<td>0.377</td>
<td>ThreeDigit</td>
<td>0.323</td>
</tr>
<tr>
<td>U</td>
<td>0.375</td>
<td>L</td>
<td>0.323</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MoreSevenPerSent</td>
<td>0.323</td>
</tr>
</tbody>
</table>

The Weka Ranker was used to identify important features (see Table 1). The ranked features encompassed mostly unigram features with the stylistic features, such as POS tags and n-grams, only encompassing roughly 20%. The random forest classifier was applied to the ranked features (top 62 features) and produced a classification accuracy of 75% with 10 folds. Reducing the features down to the top 25 features, the RF classification accuracy dropped to 69%.

4. **Conclusion & Future Work**

Unigram features have been shown in this research and previous work to produce strong results without accompanying features. Accompanying features such as n-grams, sentiment analysis, and the Stanford Parser parts-of-speech features have shown to produce similar results in conjunction with unigram features. The highest classification accuracy found was 84.88%, produced from the complete feature vector with sequential minimal optimization (SMO) with a linear kernel. In the future, we wish to explore new features with an objective of better accuracy, using a game-theoretic algorithm to help better determine stronger features. Future work will also include implementing program classes to test the identification accuracies produced from features and functions to find optimal weights.
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